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A periodic density functional theory method using the B3LYP hybrid exchange-correlation potential is applied
to the Prussian blue analogue RbMn[Fe(CN)g] to evaluate the suitability of the method for studying, and
predicting, the photomagnetic behavior of Prussian blue analogues and related materials. The method allows
correct description of the equilibrium structures of the different electronic configurations with regard to the
cell parameters and bond distances. In agreement with the experimental data, the calculations have shown
that the low-temperature phase (LT; Fe?*(t%,, S = 0)—CN—Mn3*(t35e!,, S = 2)) is the stable phase at low
temperature instead of the high-temperature phase (HT; Fe¥*(t5,, S = 1/2)—CN—Mn?"(t35,¢%, § = 5/2)).
Additionally, the method gives an estimation for the enthalpy difference (HT < LT) with a value of 143 J
mol~! K~!. The comparison of our calculations with experimental data from the literature and from our
calorimetric and X-ray photoelectron spectroscopy measurements on the Rbgo7Mn[Fe(CN)gloos* 1.03H,O
compound is analyzed, and in general, a satisfactory agreement is obtained. The method also predicts the
metastable nature of the electronic configuration of the high-temperature phase, a necessary condition to
photoinduce that phase at low temperatures. It gives a photoactivation energy of 2.36 eV, which is in agreement

with photoinduced demagnetization produced by a green laser.

Introduction

Recently, the development of photomagnetic molecular materi-
als, in which magnetic properties can be controlled by light,
has drawn increasing interest due to their potential relevance
for high-density data storage and other technological applications
(for a review see ref 1 and references therein). Several types of
molecular materials with photomagnetic properties have been
synthesized in the past few years. Some representative examples
are (i) Fe?* and Fe’" spin crossover compounds, in which a
switching between spin states is photoinduced®® (LIESST =
light-induced excited spin state trapping) or triggered by a
photoisomerization of a ligand® '3 (LD-LISC = ligand-driven light-
induced spin change), and (ii) valence tautomeric compounds such
as Co?*t—semiquinone'*'% or Mn?>*—semiquinone!”2° complexes.

In this research field, one of the most promising families are
Prussian blue analogues (PBAs) because they exhibit the novel
phenomenon of optically controllable spontaneous magnetic
ordering.?'-?* In these molecular compounds, with the general
formula AM[M'(CN)sl2+xy3°zH20, the first-row transition
metals M and M’ are bridged by cyanide groups, forming a 3-D
network structure usually containing interstitial ions (A) and
water molecules. In addition, these compounds commonly have
vacancies of the hexacyanometalate unit M'(CN)g.
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In Ko 2Coj 4[Fe(CN)e]+6.9H,0, the first reported photomag-
netic PBA,?122 light irradiation at low temperatures produces a
permanent increase of the magnetization, an effect that can be
reversed by blue light irradiation. From the same family, two
other photomagnetic behaviors have been observed to date: a
photoinduced demagnetization in RbMn[Fe(CN)s]?* and a pho-
toinduced magnetic pole inversion®* in (Fep4oMn)[Cr(CN)g]*
7.5H,0. Furthermore, some related materials such as nitro-
prussides®~2% and 4d-transition-metal cyanides®*—? have also
shown photomagnetism.

The generation of photomagnetic behavior within such mate-
rials appears to require particular, often rather subtle, compo-
sitional and structural features, the details of which are basically
unknown at this stage. This will have to be evaluated if one
attempts the rational design of this type of switchable magnetic
material. Evidently, the targeted exploitation of the vast synthetic
flexibility of the PBAs and other related compounds necessitates
the development of a theoretical method that is able to predict
which of these materials could be candidates for showing
photomagnetic behavior.

In this work we tested the suitability of periodic density
functional theory (DFT) with the hybrid B3LYP3? exchange-
correlation functional for describing the physics underlying the
photoinduced magnetic behavior in the PBAs. The B3LYP
functional, which mixes 20% Fock exchange with a “pure”
nonlocal exchange correlation functional, has been shown to
be able to yield much better orbital band gaps than pure
functionals in several transition-metal compounds. See, for
example, refs 34 and 35.
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Photomagnetism in RbMn[Fe(CN)s] by DFT

For our study we chose the RbMn[Fe(CN)¢] compound since
the photomagnetism is observed in this compound with a well-
defined stoichiometry devoid of hexacyanometalate vacancies
that would complicate the calculations and the analysis of the
results.

RbMn[Fe(CN)g] exhibits a phase transition from a high-
temperature cubic structure (F43m) (HT phase) to a low-tem-
perature tetragonal one (/4m2) (LT phase) around 250 K.3¢37
This structural transition is related to an entropy-driven charge
transfer from the Mn ion to the Fe ion,3® which is described as
Fe3t (g, S = 1/2)—CN—Mn?"(t354€%, S = 5/2) — Fe> (b, S
= 0)—CN—Mn’"(35.¢'y, S = 2). The tetragonal nature of the
LT phase is due to the Jahn—Teller distortion of the Mn* ion
because the depopulation of the do-,2 orbital produces a
shortening of the Mn—N distances in the four N atoms headed
by that e, orbital.

The photomagnetic behavior of this compound?? has been
explained by considering that the illumination with a green laser
(532 nm) of the LT phase produces a charge transfer from iron
to manganese, resulting in a Franck—Condon state, i.e., a vertical
electronic excitation from the LT electronic configuration to the
HT electronic configuration, without a change of the nuclear
structure. Beyond a laser intensity threshold, the microstructural
relaxations of the photoexcited electronic configurations produce
a structural transition to a photoinduced metastable phase with
a paramagnetic behavior instead of the ferromagnetic behavior
of the LT phase below 12 K.* This different magnetic behavior
of the LT and HT phases explains the observed photoinduced
demagnetization at low temperatures produced by green laser
illumination.

In the next sections, after introducing the theoretical meth-
odology, the calorimetric and X-ray photoelectron spectroscopy
(XPS) experiments used to support the theoretical issues, we
will present the results of the DFT calculations on the RbMn-
[Fe(CN)g] compound. In particular, we have computed the
equilibrium structures together with their energies for the two
different electronic configurations. The results are analyzed in
relation to the thermally induced phase transition. We also com-
puted the potential energy surface (PES) of the two electronic
configurations and the photoactivation energy to produce an
electron transfer from the ground to the metastable electronic
configuration at low temperature. The results of these last
computations are directly related to the photomagnetic behavior
shown by the RbMn[Fe(CN)g] compound.

Experimental and Computational Details

Experimental Details. To test the correctness of some of
our computational results, we performed a calorimetric measure-
ment by differential scanning calorimetry (DSC) on sample 3
of ref 40 (Rbgg7Mn[Fe(CN)gloos*1.03H,0). In the previous
reference the synthesis of the compound is reported in detail.

DSC measurements were performed in the 100—330 K
temperature range at a scan rate of 10 °C/min, using a dif-
ferential scanning calorimeter, Q1000, from TA Instruments.
The measurements were carried out using 4.81 mg of powdered
sample sealed in aluminum pans with a mechanical crimp.
Temperature and enthalpy calibrations were made with standard
samples of indium, using its melting transition (429.76 K, 3.296
kJ mol™1!), and with a sample of Mn3;GaC, using its ferro- to
antiferromagnetic transition (171.83 K, 713 J mol™!). Overall
accuracies of +0.5 K in temperature and £5% in the enthalpy
contents are estimated. The uncertainty for the determination
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of the anomalous enthalpy and entropy increases due to the
difficulty in tracing the baselines (especially for the cooling
mode).

XPS data were collected at the IFW Leibniz Institute for Solid
State and Materials Research in Dresden, using a SPECS
PHOIBOS-150 spectrometer with a base pressure of 1 x 10710
Torr, equipped with a monochromatic Al Ko X-ray source (hv
= 1486 eV). The photoelectron takeoff angle was 90°, and an
electron flood gun was used to compensate for sample charging.
An evaporated gold film supported on mica served as the
substrate. Compound Rbg g7Mn[Fe(CN)elo.0g* 1.03H,0 in pow-
dered form was dispersed in distilled—deionized (18.2 MQ2 cm
at 25 °C) water, the dispersion was stirred for 5 min, and a few
drops of the suspension was left to dry in air on the substrate.
The sample was introduced into an ultrahigh vacuum as soon
as dry and placed on a He-cooled cryostat equipped with a
Lakeshore Cryogenic temperature controller to explore the
50—350 K temperature range. All binding energies were ref-
erenced to the nitrogen signal at 398 eV (cyanide groups). No
X-ray-induced sample degradation was detected. Spectral
analysis included a Tougaard background subtraction*' and peak
deconvolution employing Gaussian line shapes using the Win-
Spec program developed at LISE Laboratory, University of
Namur, Belgium.

Computational Details. All calculations were performed
using the periodic code CRYSTALOQ3%? within the framework
of the DFT. The exchange-correlation contribution to the total
electronic energy was accounted for by the hybrid functional
B3LYP.® This hybrid DFT approach has proved to provide an
overall balanced description of most of the relevant properties
of transition-metal compounds, improving, in general, the
accuracy of pure DFT methods such as LDA or GGA (for
instance, see ref 43 and references therein). In the case of the
Rb atoms a small-core Hay—Wadt pseudopotential to represent
the core—electrons was used in combination with an ionic
valence basis set.** The other atomic centers were described
by all-electron basis sets: 86-411(d41)G for Fe and Mn and
6-21G* for C and N.** The reciprocal space was sampled
according to a regular sublattice with a shrinking factor of 8,
corresponding to 59 independent k points in the irreducible
Brillouin zone.

For the geometry optimizations of the atomic positions with
fixed cell parameters the thresholds for the maximum and the
root-mean-square (rms) forces were set to 0.00045 and 0.00030
au, respectively, and the thresholds for the maximum and the
rms atomic displacements were set to 0.00180 and 0.00120 au,
respectively. The optimization was considered complete when
the four conditions were satisfied simultaneously.

All calculations were carried out by considering the symmetry
of the tetragonal space group of the LT phase, I4m2, since it is
the space group with the lowest symmetry and it is a subgroup
of the cubic space group of the HT phase, F43m.

Computation of the HT and LT electronic configurations was
done by forcing the total spin quantum number of the primitive
unit cell to be S = 3 and S = 2, respectively. It is worth noting
that, in all the cases, when the spin quantum number was forced,
the system converged to the aimed electronic configuration. This
indicates that for that nuclear structure and that spin value the
aimed electronic configuration was indeed the lowest energy
state, thus justifying the application of the DFT method.

Results and Discussion

Equilibrium Structures. The cell parameters of the LT and
HT equilibrium structures were obtained by computing their
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TABLE 1: Free Energies and Cell Parameters of the
Computed Equilibrium Structures®

phase energy (au) a, b (A) c (A)
HT —2995.0277 7.51 = 10.62/v/2 10.60 (10.56)
LT —2995.0419 7.14 (7.09) 10.64 (10.53)

@ Cell parameters in parentheses are the experimental values from
ref 45.

relative energy gradients after optimizing the atomic positions
for each set of cell parameters. The total energies per unit cell
and the cell parameters for the two equilibrium structures are
presented in Table 1. The computed cell parameters of the two
equilibrium structures are close to the experimental values.*
In particular, in the case of the HT electronic configuration, the
equilibrium structure has almost converged to the cubic structure
as observed experimentally.

The equilibrium structure of the LT electronic configuration
has a free energy lower than the free energy corresponding to
the equilibrium structure of the HT electronic configuration. This
result is in agreement with experiments which show that the
LT phase is thermodynamically more stable than the HT phase
in the low-temperature region. Since the Rbgg¢;Mn[Fe-
(CN)6lo.og* 1.03H,0 compound undergoes a thermally induced
phase transition between the two electronic configurations at
T1/2av =269 K (T1/2l =240 K to Tl/zT = 297 K)40 (T1/2 is the
characteristic temperature at which there is 50% of the low-
temperature phase and 50% of the high-temperature phase; this
temperature is evaluated on heating and cooling, and T," is
its average value), the computed free energy difference of 0.386
eV (37.2 k] mol™!) implies an entropy difference of 138 J K~!
mol~! between the LT and HT phases. In the literature two
calorimetric studies report very different values for the differ-
ences in free energy and entropy. In one of them,*® the reported
values are AH = 11—14 kJ mol™! and AS = 48—59 J K™!
mol ™!, i.e., values that are of the same order of magnitude as
our computational results and experimental data (see below).
However, in the earliest calorimetric study*’ the values were
only 1.7 kJ mol~! and 6 J K~! mol™', respectively, for the free
energy and entropy differences, i.e., 1 order of magnitude
smaller than our results. Although in that work*’ the measure-
ments were performed on the stoichiometric RbMn[Fe(CN)g]
compound without water molecules and therefore without
vacancies, the results are rather puzzling since the value of AS
from the latter calorimetric study is even lower than the
theoretical spin contribution to the difference in the entropy,
16.4 J K~! mol~!. Moreover, the contraction of the Fe—Mn
distances in the ab plane of around 0.25 A from the HT phase
to the LT phase should result in an important vibrational
contribution to the entropy variation.

To test the validity of our computational results, we carried
out calorimetric measurements on the compound Rbg ¢;Mn[Fe-
(CN)slo.os* 1.03H,0.%° These measurements were performed in
the temperature range of 100—330 K for both heating and
cooling processes. The heat capacity anomalies corresponding
to the HT < LT transitions after subtraction of the baselines
are shown in Figure 1. The critical temperatures, defined as the
maxima of the peaks, are 244 and 298 K for the cooling and
heating modes, respectively. These values are in good agreement
with the characteristic transition temperatures, T1n' =240 K to
Ty = 297 K, obtained from the magnetic measurements.*? The
experimentally determined enthalpy and entropy variations
associated with the LT <> HT phase transition are AH = 18 £
1 kJ mol~! and AS = 60 & 5 J K~ ! mol™! for the heating mode
and AH =19 4+ 1 kJ mol~! and AS =80 4+ 5 J K~! mol~! for
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Figure 1. Heat capacity anomalies (on heating and cooling) correspond-
ing to the thermally induced transition for the Rbgg7Mn[Fe(CN)eJo.os*
1.03H,0 compound.

the cooling mode. The higher values for the cooling mode are
related to the difficulty in tracing the baseline, which must
contribute the tail observed in the heat capacity anomaly at low
temperature.

Although the experimental values from ref 46 are of the same
order as our results, they are still lower than our calculated and
measured values. However, the studied samples in ref 46 were
Rbo ssMn[Fe(CN)glo.g2*4.04H,0 and Rbg gsMn[Fe(CN)slo.o6°
1.40H,0, i.e., compounds with vacancies at the Rb and at the
Fe sites. The existence of vacancies in Rb;Mn[Fe(CN)g].y*
zH,0 produces an incomplete conversion between the LT and
HT electronic configurations in the thermal phase transition;*
hence, the determined variation in thermodynamic parameters
will necessarily be smaller than the actual molar enthalpy and
entropy changes for a complete phase transition.

Our experimental enthalpy and entropy variations are between
half and two-thirds of the values from the periodic DFT
calculations. This same order of qualitative agreement between
B3LYP periodic DFT calculations and experimental data has
also been obtained in a study of the transition enthalpies for a
range of SiO; phases.*® Although the agreement is not quanti-
tatively as good as we might wish, the computational method
is able to give the order of magnitude of the enthalpy difference
between two phases with different electronic configurations. As
we will explain more in detail later, this, combined with the
observation that we are able to correctly describe the geometry
of the LT and HT phases, opens the possibility to apply this
computational method to the prediction of possible candidates
for showing photomagnetic properties. This will mean an
important reduction in the synthetic work needed.

Moreover, although the compound used in the calorimetry
experiment, Rbg ¢g7Mn[Fe(CN)g]o.gs* 1.03H,0, is almost stoichio-
metric, several physical characterization experiments indicate
an incomplete HT < LT phase conversion, which can partially
account for the difference between the calorimetric and com-
putational values. First, X-ray powder diffraction*” indicated
that the compound Rbg ¢o;Mn[Fe(CN)s]o.9s* 1.03H,O presents at
room temperature 91.1% HT and 8.9% LT phases. Second, a
5TFe Mossbauer spectrum*® did not show at 80 K the existence
of the HT phase, yet its presence cannot be excluded. For this
type of material it turns out that the Mossbauer lines of LS Fe*"
and LS Fe*" do overlap, which does not allow the accurate
estimation of their relative contribution in cases where either
one is present in a small amount. In addition, in this work we
have performed an XPS experiment as a direct method for
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Figure 2. Fe 2p3;, core level photoemission spectra of Rbgg;Mn[Fe-
(CN)6lo.gs* 1.03H,0 collected at room temperature and 140 K. The fits
to the raw data are also plotted.

TABLE 2: Transition-Metal—Ligand Distances of the LT
and HT Equilibrium Structures Computed by Periodic DFT
and from Published Experimental Works*

phase source Mn—N,, Mn—N;, Fe—C,, Fe—C,
LT calculation 1.97 2.20 1.91 1.94
LT ref 39 1.96 2.20 1.92 1.89
LT ref 45 1.99 2.27 1.89 1.83
LT ref 49 1.96 2.21 1.90 1.90
LT ref 50 1.91 2.28 1.98 1.86
HT calculation 2.18 2.19 1.94 1.94
HT ref 51 2.20 2.20 1.92 1.92
HT ref 45 2.18 2.18 1.92 1.92
HT ref 49 2.19 2.19 1.93 1.93
HT ref 50 1.82 1.94 2.23 2.30

@ xy denotes the ab plane, and z denotes the ¢ axis. Units are
angstroms.

identifying the oxidation states of Mn and Fe at the compound
surface. Figure 2 shows the Fe 2p3, core level photoemission
spectrum of compound Rbg ¢g7Mn[Fe(CN)slo9g* 1.03H,0 at room
temperature and at 140 K, as well as fits to the raw data.

At both temperatures, the Fe 2ps, signal consists of three
distinct contributions: the Fe>" line at 708.8 eV binding energy,
the Fe3™ line at 710.5 eV, and the Fe3" satellite at 711.7 eV.
Comparing the relative intensities of the Fe?™ and Fe’"
components in the room temperature spectrum suggests a near-
surface composition of 76% Fe’" and 24% Fe?*. After slow
cooling (~2 K/min) of the sample to 252 K, a temperature just
above the HT to LT phase transition, no spectral changes are
detected with respect to the room temperature data (not shown).
Further cooling to 140 K induces a change of the Fe 2ps»
photoemission spectrum: at 140 K the near-surface ratio is 48%
Fe3* and 52% Fe?*. Although it must be taken into account
that XPS is a surface technique and that the structure and
composition of the surface can largely differ from the structure
and composition in the bulk material, these results clearly
support the interpretation that the conversion HT < LT is
incomplete.

Although the computational method is able to describe
qualitatively the relative energy between both electronic con-
figurations, there are other tests that must be overcome to
confirm the validity of this theoretical method for describing
the physics of the photomagnetic PBAs. One of them is a correct
prediction of the interatomic distances for the equilibrium
structures of the ground and the charge transfer phases. Table
2 shows the Mn—N and Fe—C interatomic distances for the
optimized equilibrium structures of both LT and HT phases and
the experimental values that have been published in other
papers.3*4549-51 The theoretical values are in agreement with
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TABLE 3: Computed Charges and Spin Populations of the
LT and HT Equilibrium Structures®

Fe  Mn Nxy Nz Cxy Cz Rb

LT charge 090 180 —0.78 —0.74 0.18 0.09 1.00
LT spin 0.09 3.75 0.05 0.02 —0.05 0.06 0.00
HT charge 1.14 1.64 —-0.71 —0.73 0.09 0.08 1.00
HT spin 1.06 4.74 0.06 0.01 —0.02 0.01 0.00

@ xy denotes the ab plane, and z denotes the ¢ axis. Units are
electrons (charge) and Bohr magnetons (spin).

neutron,’*3! EXAFS,* and X-ray* diffraction data, but some
important differences exist with respect to another X-ray
experiment.*® In particular, in this work the authors obtain values
for the Mn—N and Fe—C distances in the HT phase that are
qualitatively similar to the Fe—C and Mn—N distances,
respectively, found in our calculations and in the other
experimental works. It seems that they have interchanged Fe
with Mn and C with N in the analysis of their X-ray data, maybe
due to their similar electronic charges, which also can explain
why the Fe—C and Mn—N distances in both HT and LT phases
do not quantitatively agree with those of the other works. Similar
Fe—C and Mn—N distances from another X-ray experiment’’
were proposed to proceed from a wrong local minimum in an
addendum to ref 37. Therefore, without considering this X-ray
experiment, our theoretical method predicts correctly the
interatomic distances in the RbMn[Fe(CN)g] compound.

To complete the section devoted to the calculation of the
equilibrium structures, we have listed in Table 3 the charge and
spin atomic populations according to a Mulliken population
analysis for all the atoms for the LT and HT equilibrium
structures obtained from the periodic DFT calculations. The spin
populations are in agreement with the spin states of the iron
and manganese ions in both LT and HT electronic configura-
tions, confirming a correct convergence of the calculations to
those electronic configurations.

Energy Surfaces. Being able to compute the equilibrium
structures and their free energies for the different electronic
configurations of a PBA, as done in the previous section for
RbMn[Fe(CN)]s, allows the study of the thermally induced
phase transition between two electronic configurations with close
enthalpies and with different entropies (if the phase with a lower
enthalpy also has a lower entropy). Moreover, knowing the
enthalpy difference between both equilibrium structures also
gives a hint about the possibility of a photoinduced electron
transfer from the ground electronic configuration to the other
electronic configuration. However, this possibility is not the only
condition for a photoinduced phase transition. A second
condition is that the equilibrium structure corresponding to the
photoinduced electronic configuration must be metastable; i.e.,
an energy potential barrier must be overcome to return to the
equilibrium structure of the ground electronic configuration.

To investigate the existence of a potential energy barrier is
not enough to compute the equilibrium structure energies for
the different electronic configurations. Instead a potential energy
surface of the different electronic configurations as a function
of the structural parameters must be performed. Figure 3
represents a PES of both the HT and LT electronic configura-
tions. The represented PES is a function of the a and b cell
parameters, with the ¢ cell parameter fixed to an average
experimental value of 10.54 A. Since the ¢ parameters in the
two phases differ by only 0.03 A, this is not a severe restriction.
A similar PES surface is obtained using a fixed ¢ cell parameter
from the computed equilibrium structures instead of the average
experimental value. Since the experiment and the computed
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Figure 3. Potential energy surfaces for both LT and HT phases as
function of the @ = b cell parameters.

equilibrium structures indicate that the HT phase is cubic (a =
b = ¢/~/2) and the LT phase is tetragonal with a = b < ¢/+/2,
the PES is restricted to the region a = b < c/v/2 (145 A). In
each point of the PES the atomic coordinates were optimized
independently for both electronic configurations.

As already obtained in the calculation of the HT and LT
equilibrium structures, the PES surface yields the LT electronic
configuration as the ground state. In addition, the equilibrium
structure of the HT electronic configuration is indeed a local
energy minimum. The correct description of the metastable
nature of the HT phase is an important result to consider this
method suitable for the prediction of photomagnetism in PBAs
and related materials.

Photoactivation Energy. As a final point the periodic DFT
method was also used for the computation of the photoactivation
energy. Since the absorption of one photon is supposed to
produce a vertical excitation from the LT electronic configu-
ration to the HT electronic configuration, we calculated the
difference in energy between the LT and HT electronic
configurations using the optimized crystal structure for the LT
electronic configuration. This photoactivation energy is 2.36 eV,
corresponding to a photon of wavelength 525 nm, a value close
to the experimental value of around 532 nm.??

Although in this case the calculation of the photoactivation
energy agrees with the experimental value, before stating that
this computational method is suitable for estimating the pho-
toactivation energy, we must clarify two points.

First, for future application of this method in other PBAs, it
is important to remark that the calculation of the photoactivation
energy would not have been formally possible if the HT
electronic configuration were the ground state and the LT
electronic configuration the excited state. The reason is that in
that case the ground state for the total spin S = 2 would have
been the antiferromagnetic arrangement of the HT electronic
configuration (S = 5/2 (Mn?%) — 1/2 (Fe*")). Therefore, the
LT electronic configuration, not being the ground state for § =
2, could not be computed using a DFT method (let us remember
that the computations are performed using the optimized crystal
structure of the ground state, i.e., the HT electronic configuration
in that case).

Second, in the real physical system the photoactivation charge
transfer is a local phenomenon where an electron is transferred
from one Fe?" ion to a neighboring Mn3* ion. This Fe?*—Mn3"
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TABLE 4: Madelung Potential at the Mn and Fe Positions
Created by Both HT and LT Electronic Configurations for
Models 1 and 2¢

model Mn(LT) Mn(HT) Fe(LT) Fe(HT)
1 —6.49 —4.29 12.99 10.79
2 -3.56 —3.18 9.65 9.28

4 See the text. Units are electronvolts.

pair is embedded in a crystal with a ratio of Fe?*—Mn3" to
Fe3*—Mn?* pairs depending on the progress of the photoacti-
vated phase transition. However, in the periodic calculation, the
electronic configurations for the initial and the final states are
Fe?t—Mn?" and Fe3*—Mn2", respectively, in the entire crystal.
The main problem of the inability of the periodic method to
correctly compute the photoactivation energy lies in the incorrect
description of the rest of the crystal that is not involved in the
photoactivation charge transfer process. In particular, it is mostly
due to the incorrect electrostatic potential created by the rest of
the crystal, the Madelung potential, in the space region involved
in the charge transfer. Since the charge distributions of the initial
ground state and the final Franck—Condon state are different,
the photoactivation energy depends on the shape of the
Madelung potential (created by the rest of the crystal) in the
space region where there is a difference in the electron density
between both states.

Let us denote the Madelung potentials created by the rest of
the crystal with the electronic charge distribution for the Fe and
Mn ions of the real system as Vy(r) and for the LT and HT
periodic systems as Vi (r) and Vi (r), respectively. Using the
crude approximation Vy(r) = (VKL () + VEE(")/2, we can write
the following expression for the overestimation of the Madelung
potential effect (AEy) in the calculation of the photoactivation
energy with the periodic DFT method:

AEy = % (Vit (1) — Vi (M) Ap(r) dv (1)
where Ap(r) is the charge density difference between the LT
ground and the Franck—Condon states. To estimate this AEy
value, we calculated the Vi and VEF Madelung potentials
created by the rest of the crystal inside a (CN)sMn—NC—
Fe(CN)s cluster by an Ewald summation.’> Since the main
density difference between both states is at the Mn and Fe ions,
AE\ can be approximated as

AE, = %AQ(Fe){ Vi (Fe) — VIT(Fe)) +

SACM (VT (Mn) — V(M) (2)

where AQ(Fe) and AQ(Mn) are the charge population differ-
ences between the two electronic configurations for the iron
and the manganese ions, respectively, and the Madelung
potentials are evaluated at the position of their nuclei.

Table 4 records the Madelung potentials in the Fe and Mn
ions for the HT and LT electronic configurations for two
different models, called 1 and 2. The first model considers the
charges of the transition-metal ions to be equal to their valencies,
e.g., the charge of Mn?" is +2, and the charges of N, C, and
Rb are —1, 0, and +1, respectively, while the second, more
realistic, model assigns the atomic charges for the LT and HT
electronic configurations as derived from the periodic DFT
calculations of the equilibrium structures and listed in Table 3.

The latter values show that even if one electron is transferred
from the Fe ion to the Mn ion, the changes in charge population,
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AQ(Fe) and AQ(Mn), are only around one-quarter of an
electron, due to a compensating charge redistribution of the
closed electronic shells. This implies not only lower values for
AQ(Fe) and AQ(Mn) in model 2 with respect to model 1, but
also more similar Madelung potentials for the LT and HT
phases. Indeed, while a AEy; value of 4.4 eV obtained with the
charge distribution of model 1 would invalidate the use of the
periodic hybrid DFT method for computing the photoactivation
energy, the mentioned charge redistribution produces a AEy
value of only 0.15 eV. Even this latter estimation of AEy; is
rather crude since we considered the charge change between
the ground and the Franck—Condon states to be concentrated
at the Fe and Mn nuclei, just where the Madelung potentials
show local maxima, and therefore, also the difference between
the Vi and Vi Madelung potentials will be local maxima at
those points. A more accurate calculation of AEy by comput-
ing the integral in eq 1 would give an even lower value for
AE\. Therefore, the similar charge distribution in the LT and
HT electronic states, despite the electron transfer between the
transition metals, produces a low value of AEy;, allowing the
qualitative determination of the photoactivation energy from
periodic DFT calculations.

Finally, it is interesting to remark that this computational
method has proved to be suitable for predicting the existence
of a photoinduced phase transition in PBAs. However, to have
a photomagnetic effect related to the photoinduced phase
transition, the magnetic behavior of the two phases involved
in the phase transition must be different. The study of the
fulfillment of this last condition was beyond the scope of this
work.

Conclusions

In this work, a periodic DFT method with the hybrid B3LYP
exchange-correlation functional was used for studying the
electron transfer that can be induced thermally or by irradiation
in the RbMn[Fe(CN)s] PBA. The method was able to correctly
describe the unit cell parameters and the internal coordinates
of the LT and HT phases, as well as their enthalpy difference.
This and the correct description of the HT phase as a metastable
phase, by computing a potential energy surface of both phases,
support the suitability of the method for future prediction of
PBAs as candidates for showing photomagnetic properties.
Moreover, despite the periodic nature of the method and the
local nature of the photoinduced charge transfer process, the
periodic DFT method has also proved to be adequate for
computing the photoactivation energy, although in this case it
must be checked that the Franck—Condon state is a ground state
for a particular spin value and that the charge distribution
difference between the ground and photoexcited electronic
configurations is not large. Finally, the direct application of this
method to the study of compounds containing defects is not
affordable due to the large increase in the size of the periodic
model. However, computation of the PES of the pure system
in combination with ab initio embedded cluster calculations of
the electron affinity of the [M(CN)s]>~ complexes with no, one,
or more cyano groups substituted by water molecules should
allow the extension of the method to PBAs containing defects.
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